
 http://orm.sagepub.com/
 

Methods
Organizational Research

 http://orm.sagepub.com/content/13/3/603
The online version of this article can be found at:

 
DOI: 10.1177/1094428108324689

 2010 13: 603 originally published online 5 September 2008Organizational Research Methods
Daniel A. Newman

Analysis. New York: Guilford
Book Review: Newman: Kenny, D. A., Kashy, D. A., & Cook, W. L. (2006). Dyadic Data

 
 

Published by:

 http://www.sagepublications.com

On behalf of:
 

 
 The Research Methods Division of The Academy of Management

 can be found at:Organizational Research MethodsAdditional services and information for 
 
 
 
 

 http://orm.sagepub.com/cgi/alertsEmail Alerts: 
 

 http://orm.sagepub.com/subscriptionsSubscriptions: 
 

 http://www.sagepub.com/journalsReprints.navReprints: 
 

 http://www.sagepub.com/journalsPermissions.navPermissions: 
 

 http://orm.sagepub.com/content/13/3/603.refs.htmlCitations: 
 

 at UNIV OF ILLINOIS URBANA on September 13, 2010orm.sagepub.comDownloaded from 

http://orm.sagepub.com/
http://orm.sagepub.com/content/13/3/603
http://www.sagepublications.com
http://www.aom.pace.edu/rmd/
http://orm.sagepub.com/cgi/alerts
http://orm.sagepub.com/subscriptions
http://www.sagepub.com/journalsReprints.nav
http://www.sagepub.com/journalsPermissions.nav
http://orm.sagepub.com/content/13/3/603.refs.html
http://orm.sagepub.com/


Book Review: Newman

Kenny, D. A., Kashy, D. A., & Cook, W. L. (2006).
Dyadic Data Analysis. New York: Guilford.

Reviewed by: Daniel A. Newman, University of Illinois at Urbana-Champaign
DOI: 10.1177/1094428108324689

Kenny, Kashy, and Cook are helping usher in a paradigm shift for the field of psychology—toward

the interpersonal paradigm—and this particular book summarizes major strides on the road to

appropriate data analysis within this rising movement. Although the book’s title rightly implies a

focus on dyadic data, the authors go to great lengths describing the fundamental statistical tech-

niques that underlie many of the proposed analytic strategies—including surprisingly thorough

reviews of multilevel modeling (chapter 4), structural equation modeling (SEM; chapter 5), and

introductory social network analysis (chapter 11).

The authors present three major designs for dyadic studies: (a) the standard dyadic design

(involving samples of mutually exclusive couples, typically found in research on dating behavior

and marital satisfaction), (b) the social relations model (SRM) design (involving groups of three

or more individuals who are all interrelated, found in studies of person perception and of family

systems), and (c) the one-with-many design (involving nested designs with multiple partners

per focal actor). For each of these designs, dyad or unit members can be either distinguishable

(e.g., husband–wife couples, with members distinguished by gender; families of mother, father,

older sibling, and younger sibling, with members distinguished by family role) or can be indistin-

guishable (e.g., homosexual couples, who cannot be distinguished by gender; workgroups with

undifferentiated member roles). Distinguishability is a key feature of dyadic designs, and separate

analytic strategies are presented throughout the book for distinguishable versus indistinguishable

designs.

The Standard Dyadic Design

Chapters 1 through 7 are rich with detail about how to conduct analyses on the standard dyadic

design. As such, these chapters should be required reading for anyone wanting to study couples

(spouses, roommates, supervisor–subordinate pairs). The issue of nonindependence in the outcome

variables is highlighted throughout. A classic example of nonindependence is the finding that two

spouses’ reports of marital satisfaction are correlated, on account of their membership in the same

marriage. The authors explain how to estimate nonindependence for distinguishable designs (using

the partial Pearson correlation for interval-level outcomes and Cohen’s kappa for categorical

outcomes) and for indistinguishable designs (using intraclass correlation; ICC). Page 45 gives an

excellent discussion of the effects of ignoring outcome variable nonindependence (both positive and

negative nonindependence) on tests of statistical significance, both when the independent variable

(IV) is between dyads (e.g., length of marriage, dyad communication quality) and when the IV is
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within dyads (e.g., gender, giver vs. receiver role). The authors clarify when statistical conclusions

will be either too liberal or too conservative as a result of ignoring nonindependence, both mirroring

and extending the work of Bliese and Hanges (2004).

Kenny and colleagues effectively recommend a three-step process for handling nonindepen-

dence: (a) conduct a power analysis to determine how many dyads are needed to demonstrate sta-

tistically significant nonindependence, (b) test for nonindependence in the DV while controlling

for the IVs and using a cutoff of p < .20, then (c) proceed with the analysis, using the result of the

empirical test of nonindependence to determine whether to analyze the DV at the individual versus

group level of analysis. When contrasted to contemporary organizational research methods used for

multilevel designs (cf. Bliese, 2000), Kenny et al.’s strategy is interesting. If the Kenny et al. strategy

for assessing nonindependence were followed in research on organizational climate; for instance, it

would be akin to calculating ICCs for the climate scale only after variance attributable to the ante-

cedents of climate had been removed (cf. Bliese, 2000; George & James, 1993). Furthermore, the

Kenny et al. approach would imply that, in circumstances where ICCs are too small to justify aggre-

gating individual-level climate perceptions to the group level, one could then proceed with the analysis

at the individual level (because nonindependence had not been established). Thus, there is a potentially

important set of distinctions between how organizational researchers view nonindependence (i.e., as a

hurdle to be cleared before single variables—e.g., safety climate—conceptualized a priori at the group

level can be aggregated to represent the group) versus how social psychologists view nonindependence

(i.e., as an litmus test of whether residualized variables should rightly be assigned to the group level vs.

individual level, on empirical grounds). For organizational researchers, the a priori conceptual defini-

tion of the group-level construct is paramount, and in the absence of empirically demonstrated non-

independence (e.g., both ICC > .05 and p < .05) the study cannot go forward. For Kenny and

colleagues, by contrast, the empirical test of nonindependence is paramount, and the conceptual def-

inition and hypothesis tests then follow at the individual or group level of analysis, as determined by

an empirical criterion (p < .20). It might be useful for organizational and social psychologists to debate

the relative merits of these two strategies for multilevel analysis in future dialogues.

Chapters 1 through 5 provide all the basic instructions and examples one would need to conduct

analyses of the effects of between-dyads and within-dyads IVs on outcomes measured in dyads.

These chapters cover data layout; testing and interpreting nonindependence; applying ANOVA or

regression, multilevel modeling, and SEM for these tests (including when to use each analysis, along

with SAS, SPSS, and HLM syntax for each); and real-data examples that the reader can use to prac-

tice the techniques. In writing these how-to sections, the authors took great care to provide enough

detail for the reader to really understand the choices being made. As examples of the level of detail,

they explain the distinction between maximum likelihood (ML) and restricted ML estimation, the

reason why multilevel modeling with dyads requires that slopes be constrained equal or fixed across

all pairs (mentioning that this constraint does not bias the test of intercepts-as-outcomes), how to

analyze data with negative nonindependence (where nonindependence cannot be specified as a var-

iance), how to adjust SPSS outputs so they give the same p values as other software, and how to

impose invariance constraints across dyad members (including factor loadings, variances, errors,

and intercepts) when conducting dyadic SEM.

When it comes to the descriptions of SEM given in the book, I had a few (mostly minor) issues.

First, the authors recommend that researchers conducting confirmatory factor analysis (CFA) use

correlated errors between pairs of indicators if those indicators share a lot of variance; my preference

is to specify hierarchical subfactors in this case. Second, the authors recommend post hoc respeci-

fications of SEM models following the discovery of poor model fit or large modification indices

(pp. 106, 233), yet they do not adequately clarify that such modified models must be fit to an entirely

new data set to avoid capitalizing on chance (MacCallum, Roznowski, & Necowitz, 1992). Third

and finally, chi-square difference tests are regularly proposed for comparing the fits of nested
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models. Although the authors note that chi-square tests are sensitive to sample size, the extreme sen-

sitivity of chi-square tests (and chi-square difference tests) to sample size makes them relatively

uninformative in this instance. Using a practical fit index for model comparisons (e.g., CFI) might

be preferable.

Related to this, chapter 6 describes an empirical ‘‘omnibus test of distinguishability,’’ designed to

determine whether dyad members are distinguishable. This statistical test (p. 129) is proposed for

determining whether dyad members in theoretically distinct roles (e.g., husbands and wives) are

empirically distinguishable, according to the data at hand. (This test is emphasized, as the authors

even state in chapter 15 that failure to empirically test for distinguishability is ‘‘Sin #1’’ of the

‘‘Seven Deadly Sins of Dyadic Data Analysis’’ [p. 422].) The distinguishability test is based on a

chi-square difference test, so results of this test are largely a function of sample size. The upshot

of this is that, when the researcher has fewer dyads to analyze, chi-square will be small, and the

researcher will falsely conclude that dyad members (husbands and wives) are not distinguishable,

even when in truth they are. Drawing an incorrect inference of indistinguishability (e.g., a Type

II error) is not ideal because many of the analytic procedures proposed in the book (including dyadic

CFA and SEM) are much better suited to (and more robust for) distinguishable dyads, compared

with indistinguishable dyads. And speaking practically, distinguishable dyads are much easier to

analyze, too. In brief, I believe that either (a) universal application of the empirical test for distin-

guishability is premature, or (b) the omnibus test for distinguishability should be based on change in

CFI (e.g., change in CFI > .01) rather than change in chi-square, or (c) a formal power analysis of the

test for distinguishability must reveal adequate power before this test becomes appropriate. With

inadequate power, my default assumption would be that husbands and wives are distinguishable.

As such, I currently believe that within-dyad effects (e.g., husbands are more satisfied than wives),

when statistically significant, can be interpreted even in the absence of a significant omnibus test of

distinguishability.

In chapter 7, the authors introduce an exciting model that has come to be known as the actor–

partner interdependence model (APIM). Currently, SEM is the most straightforward method for

estimating the APIM with distinguishable dyads, whereas multilevel modeling is recommended for

estimating the APIM with indistinguishable dyads. An easy way to think of the APIM model

involves two exogenous variables (husband’s salary and wife’s salary) and two endogenous vari-

ables (husband’s marital satisfaction and wife’s marital satisfaction). The influence of wife’s salary

on wife’s marital satisfaction is called an actor effect, whereas the influence of husband’s salary on

wife’s marital satisfaction is called a partner effect. In the vast majority of individual-level models

studied in psychology, partner effects are assumed to be zero (i.e., they are ignored), which results in

biased estimates (usually overestimates) of actor effects. A series of constraints can be imposed

on the APIM model to test whether (a) actor effects are equal in magnitude to partner effects

(e.g., marital satisfaction is driven equally by one’s own and one’s spouse’s salaries—called the

couple-oriented model) or (b) actor effects are equal in magnitude, but opposite in sign, to partner

effects (e.g., marital satisfaction is driven positively by one’s own salary but negatively by one’s

spouse’s salary—called the social comparison model). Discussion of the APIM model is extended

to discuss how one can use it to test actor–partner interaction effects or how partner interaction

effects can be used to calibrate measures of dyadic relationships (i.e., to find their true zero point,

or the level of dyadic closeness at which predicted partner effects become zero). My only comment

on this chapter is that future researchers who are interested in testing partner similarity effects (for

which the authors recommend using the absolute difference between actor and partner rather than

the product of actor and partner scores; p. 166) should read one of the discussions of difference score

modeling given by Edwards (e.g., Edwards, 2001).
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SRM

Discussion of social relations designs begins on page 185, with chapter 8. The SRM is an analysis of

interpersonal ratings (e.g., liking, attachment) that can be estimated when members of two groups

rate each other (block design) or in a round-robin design where every group member rates every

other group member. The SRM is basically a two-way random-effects ANOVA, in which the ratings

from a round-robin (or block) design are partitioned into actor main effects (e.g., an actor’s general

tendency to give high or low ratings), partner main effects (e.g., a partner’s general tendency to

receive high or low ratings), and relationship effects (actor–partner interaction effect, which is often

confounded with error). An example of the relationship effect (a dyad-level effect) is the extent to

which actor ‘‘o’’ rates partner ‘‘p’’ highly, controlling for o’s actor effect and p’s partner effect. The

purpose of SRM is to calculate the percentage of variance in a relation (e.g., liking, interpersonal

disclosure, trait ratings) that is attributable to the actor, the partner, or the actor–partner interaction.

It is also possible to estimate the correlation between actor effects and partner effects (to assess

generalized reciprocity—individuals who rate others highly are also rated highly by others) or

between an individual difference variable (e.g., extroversion) and actor or partner effects. SRM anal-

ysis requires at least four members per group, unless some very restrictive assumptions are made to

permit three-member groups (see p. 251).

Unlike the description of analyses for the standard dyadic design (chapters 1 to 7), the description

of SRM analyses does not provide all the detail one would need to conduct the analyses. Instead,

several of the key steps are described and key equations are given, but the reader is referred to

Kenny’s online software to conduct the actual analyses.

Chapter 9 discusses the SRM for groups with distinguishable members (e.g., families, groups

with roles) and provides instructions for how to cleverly partition the variance using CFA (where

each person’s rating of another person is allowed to triple-load on an overall family factor as well

as the corresponding actor factor and partner factor). The unique variance in a rating (indicator

variable) represents the relationship variance, whereas the variances in the latent actor factors and

partner factors represent actor and partner variances, respectively. Covariances between actor and

partner factors estimate generalized reciprocity, whereas correlated uniquenesses (e.g., between the

two indicators: mother–father rating and father–mother rating) are used to estimate dyadic recipro-

city (e.g., the extent to which mother and father mutually like each other, independent of individual

characteristics). The authors again recommend a chi-square difference test for model comparisons.

The One-With-Many Design

Chapter 10 covers the one-with-many design, in which a focal person (leader, mother, customer ser-

vice agent) is linked with several partners (followers, children, customers). Data for this design can

be collected from either source (focal person, partners) or from both sources; but analyses must

necessarily account for the fact that partners are nested within focal persons. The effects of predictor

variables (both focal person-level and partner-level predictors) can be assessed via multilevel mod-

eling (with indistinguishable partners) or via SEM (with distinguishable partners, with each partner

role yielding a separate indicator variable). The specifics for conducting these analyses are clearly

presented, using a level of detail not available in other published sources.

Social Networks

Dyadic data analysis represents nothing more than a series of special cases of social network analysis.

Kenny and colleagues note this implicitly when observing (a) a one-with-many design is essentially a

set of egocentric networks (but usually ignoring ties between partners), (b) data from a round-robin
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design resembles a sociomatrix (network matrix), and (c) an SRM is similar to the social network p1

model (Holland & Leinhardt, 1981; although SRM requires interval-level data, permits actor–partner

correlations, and is a random-effects model). For a more recent summary of social network exponential

random graph models (i.e., the p* model), I recommend Robins, Pattison, Kalish, and Lusher (2007).

Eventually, it appears that social network p* models and SRM will subsume one another, with the

development of more general models for the emergence of interpersonal structures (e.g., to test dya-

dic reciprocity, triadic transitivity, etc.). This future integration is insightfully foreshadowed by

Kenny et al. on page 313, where they derive SRM actor and partner effects in terms of actor inde-

gree, outdegree, and network density. In the future, models that can robustly integrate features of

network structure with individual difference variables will be the sine qua non of the interpersonal

paradigm, although for the present time researchers will have to take satisfaction in the constrained

models that are currently available.

Conclusion

This book covers a lot of material (more than 450 pages) and does so very well. I had the sense that

perhaps it could have been presented as two books: one on the standard dyadic design (chapters 1

through 7, 13, and 14) and another on SRM (chapters 8, 9, and 11). As such, readers are basically

getting two books for the price of one!!
Writing in the clear, meticulous, and impactful style for which Kenny has become well-known,

Kenny, Kashy, and Cook lead the reader step-by-step through the various data structures, analyses,

assumptions, and current limitations of their techniques. Contrary to many modern psychology

books, they demonstrate that including equations within the text can often make things easier to

understand. The book succeeds in providing something of a one-stop-shop for dyadic data analysis,

and the use of clear explanations and examples of every step in the analyses makes this work indis-

pensible for the dyadic researcher. Furthermore, this is not only a ‘‘how-to’’ book, it is also a

‘‘why-to’’ book that carefully gives the rationale for and assumptions of each analytic decision. If

you want to know the state-of-the-art methods for analyzing dyadic data (particularly for studying

couples and SRM), then this book is a must-have.

References

Bliese, P. D. (2000). Within-group agreement, non-independence, and reliability: Implications for data aggre-

gation and analysis. In K. J. Klein & S. W. J. Kozlowski (Eds.), Multilevel theory, research, and methods in

organizations (pp. 349-381). San Francisco: Jossey-Bass.

Bliese, P. D., & Hanges, P. J. (2004). Being both too liberal and too conservative: The perils of treating grouped

data as though they were independent. Organizational Research Methods, 7, 400-417.

Edwards, J. R. (2001). Ten difference score myths. Organizational Research Methods, 4, 265-287.

George, J. M., & James, L. R. (1993). Personality, affect, and behavior in groups revisited: Comment on aggre-

gation, levels of analysis, and a recent application of within and between analysis. Journal of Applied Psy-

chology, 78, 798-804.

Holland, P. W., & Leinhardt, S. (1981). An exponential family of probability distributions for directed graphs.

Journal of the American Statistical Association, 76, 33-50.

MacCallum, R. C., Roznowski, M., & Necowitz, L. B. (1992). Model modifications in covariance structure

analysis: The problem of capitalization on chance. Psychological Bulletin, 111, 490-504.

Robins, G., Pattison, P., Kalish, Y., & Lusher, D. (2007). An introduction to exponential random graph (p*)

models for social networks. Social Networks, 29, 173-191.

Newman / Book Review 607

607
 at UNIV OF ILLINOIS URBANA on September 13, 2010orm.sagepub.comDownloaded from 

http://orm.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 266
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 200
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 266
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 900
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU <FEFF005500730065002000740068006500730065002000530061006700650020007300740061006e0064006100720064002000730065007400740069006e0067007300200066006f00720020006300720065006100740069006e006700200077006500620020005000440046002000660069006c00650073002e002000540068006500730065002000730065007400740069006e0067007300200063006f006e006600690067007500720065006400200066006f00720020004100630072006f006200610074002000760037002e0030002e00200043007200650061007400650064002000620079002000540072006f00790020004f00740073002000610074002000530061006700650020005500530020006f006e002000310031002f00310030002f0032003000300036002e000d000d003200300030005000500049002f003600300030005000500049002f004a0050004500470020004d0065006400690075006d002f00430043004900540054002000470072006f0075007000200034>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9
      /MarksWeight 0.125000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [288 288]
  /PageSize [612.000 792.000]
>> setpagedevice


